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Image retrieval task

Database B

Query image q
Image retrieval algorithm f



  

Image retrieval task

Database B

Image retrieval algorithm f
Ranking r

Evaluation: measuring the ranking of the correct matches.

Query image q



  

What makes a good retrieval 
algorithm?

> Time scalability

> Minimum storage

> Efficient evaluation



  

Global feature representation

Images are represented by a D-dimensional normalized feature vector.

> Scalability: Precomputation 
of features of B.

> Storage: We store D bits      
for each image in B.

> Evaluation: Inner product.



  

Exemplar classifier as feature 
representation

Database B

Image retrieval algorithm f

Negative database N

Query image q



  

Square-loss exemplar machine 
(SLEM)

SLEM

Offline (positive independent) Online (positive dependent)

New feature representation is given the solution of an 
optimization problem.

SLEM 
encoder



  

Kernel feature representation
If the distance between two image representations can be 
measured by a “similarity score”, we can generate a larger 
vectorial space by changing its similarity score.

Feature representation:
Kernel feature representation:

By computing {K(q, b), b in B}, we compare feature 
representations in a larger Hilbert space (called kernel space) 
without augmenting storage.



  

Kernel SLEM

Offline: Cholesky decomposition of kernel matrix K.

Online: Add one new row to the decomposition B, 
corresponding to positive exemplar.

Solve linear problem similar to non-kernelized case.



  

VLAD [1]
    1.       2.        3.        4.         5.    6.     7.             8.       …       225.

   1.        2.        3.         4.          5.      6.       7.          8.           9.         10.

VLAD + PolySLEM

Query Image: 110300.jpg

111901,   111001, 110302,  111002,  126202,   117402,   112601, 117403,  …..,   110301

110302, 110301, 111901, 140802  , 116700 ,    111001,  111002,   126202, 114301, 116101

Quantitative results



  

Qualitative results
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Thank you!
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