
Observations:                             ; Hidden variables: 
Parameters:  

Non-canonical exponential family models: 

 

Bayesian approach:                       →    Approximation of 

Frequentist approach:                  →     ML: 

EM (Dempster et al., 1977): 

 

 E-step: 

 M-step: 

Online EM (Cappé and Moulines, 2008): 

 Assumption:                                                                          exists. 

 Robbins-Monro (1951) on: 

                                                                 ⇔ 

 Online EM algorithm: 

 
 

 

What to do when                                           is intractable? 

1. Variational EM: Approximate                with variational 

a) Solve: 

b) Approximation: 

2. Gibbs Online EM: 
a) Draw P samples              with Gibbs sampling 
b) Approximation:                    with the P samples 

Online but Accurate Inference for Latent Variable 
Models with Local Gibbs Sampling 

Christophe Dupuy, Francis Bach 

3 – Latent variable models and online inference 4 – Results 

 Draw explicit links between existing frequentist and Bayesian 
approaches, 

 Adapt MCMC methods for online inference of latent variable models, 

 Compare our approach on LDA to existing methods. 

 Extensive set of experiments on synthetic and real datasets , where 
our new approach outperforms all existing methods. 

2 – Contributions 

 How to deal with intractable latent variable models? 

 Approximation by sampling or variational  

 Apply online EM 

 Results on LDA: 

 Gap between frequentist and Bayesian methods 

 Accurate estimation (Gibbs) > variational approximation 

 

 Explore other models (e.g., HDP) 

 Explore distributed settings (Yan et al., 2009) 

 Explore larger (constant?) step-sizes (Bach et Moulines, 2013) 

5 – Conclusion & Future Work 

 More & more observed text data 

 Topic models are suited for this type of data 

 Existing inference methods are either: 

 Global and accurate (Gibbs sampling) 

 Online and approximate (variational inference) 

1 – Motivations 

Question: Can we go online and accurate? 

Synthetic Amazon movies 

IMDB New York Times 

Pubmed Wikipedia 

 Perplexity: 
 Intractable to compute for LDA 
 Estimation with left-to-right algorithm (Wallach et al., 2009). 

 Evaluation measure on test set: 

 Existing Methods: 
 Stochastic variational inference (Hoffman et al., 2013): 

  OLDA (Hoffman et al., 2010); SVB (Broderick et al., 2013); 
 Variational online EM: 

  SPLDA (Sato et al., 2010); V-OEM++ (our method); 
 Gibbs online EM: G-OEM (our method); 
 Hybrid / other: 

  VarGibbs (Mimno et al., 2012); LDS (Patterson and Teh, 2013). 
 
 

 Datasets: 
 
 

3 – Evaluation for LDA (Blei et al., 2003) 


